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@ Fitting : Regression analysis ¢

1. Constantly achieve and
under any conditions

*Widely distributed sample data space

*Quite large number of sample data set (tens and several thousands of)
2. Starting sample set was divided into

’inlier’ and ‘outlier’ sample set » Repeat these calculation, until J

* small and hierarchical sample set no more can this operation

€ Binary classificatio

1. Constantly achieve <! rfect ( | OOJ/J)

under any conditio

Repeat these operation, until

. s.rﬁall and clean sample set »
- » small and hierarchical sample set

all samples are correctly classified
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Example 1 (Binary data) : Ames t
About 7000 Ames test sample datase
% Usual multi-variate and pattern

About 800 Fish toxicity sample
% Usual multi-variate and pattern recognition me

€ Results and conclusions:

Very high correlation coefficient and perfect classification
(100%) were realized by newly developed KY-methods.

Example 2 (Binary data) : Skin se
About 600 sample dataset = =iz
% Usual multi-variate and pattern
* Poster P05-21 Sato et.al, Euro Tc

On the toxicity research field, it is almost impossible and
hard to achieve excellent and stable evaluation results
by using the conventional data analysis methods.
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* All six KY-methods are patented and pending applications in JP, USA and EU
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When a large number of sample data were applied to, |
1. binary classification method —> perfect classification is not feasible.

2. PCA method™ clear sample plot an

d simple loading plot are difficult to generate.
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[1What is the KY-methods
@ Features of the KY (K-step Yard sampling) methods

1. Alwaﬁrs achieve perfect (100%) classification under any conditions
Highly overlapped class sample data set
- Quite large number of sample set (tens and several thousands of)
2. Starting sample set was divided 1into
- small and clean sample set
* small and hierarchical sample set
3. Applicable not only the discriminant but multi-regression analysis

“Two model KY-method for Discriminant analysis ”
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@ Used samples : Skin sensitization data

Total ; 593, Positive 419, Negative; 174

@ Classification result by the KY-method (100% correct)

Stepl; Positive 187 Negative 88 Grey zone 318
Step2; Positive 177 Negative 34 Grey zone 107
Step3; Positive b5 Negative 52 Grey zone 0

Perfect classification(100%)

& Classification Results by various methods (63params)
Methods Total Positive Negative
N.N. 86.0% 86.2% 85.6%

SVM 91.7%  98.3%  75.9%

LDA 87.0%  95.2%  67.2%
KNN (K=5) 77.7%  86.9% 55.8%
AdaBoost 82.1%  80.0% 87.4%

& Classification results of compounds which are included in
the “High reliability” space of the “KY-methods”
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& Conclusions:

1. Even if it was a large number of samples, it has been found that achieving

an excellent data analysis results by using a combination of the KY-method
and PCA.

2. Perfect (100%) classification was achieved by the KY-method

3. As a result of applying PCA for resampled sample set by the KY-method, it
was possible to obtain a clean clustered sample space and much more
simple and clear loading plot.

All research works and screen displays were executed and generated by
the ADMEWORKS : ModelBuilder program developed by FIQS (Fujitsu Kyushu Systems Ltd.)



